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The Global Initiative for Digital Empowerment 
(GIDE) brings new practical policy solutions 
and diverse international partners to ensure 
that the rules of the digital economy are more 
directed to the broad interests of humans, not 
just businesses and governments. The GIDE 
is driven by a volunteer, self-selecting, and 
expanding group of researchers, policy experts, 
civil society advocates, Internet technical and 
security experts, and businesspeople dedicated 
to shaping the rules for digital governance. We 
are dedicated to a multistakeholder model for 
problem identification, policy development, and 
advocacy.

The Challenges of 
Governing AI-Elections
Shared Principles and Collaboration for 
Latin American Democratic Processes

Policy brief

DISSECTING THE AI CHALLENGES 
TO ELECTION INTEGRITY IN THE LATAM 
REGION
In 2024, voters will go to the presidential 
polls in Mexico, El Salvador, Panama, and 
Uruguay. Local elections will also occur in 
Brazil, Chile, and the Dominican Repub-
lic. In 2025, several other LATAM coun-
tries will hold parliamentary or presiden-
tial elections. Are AI threats qualitatively 
different from what we knew before? How 
should governments and stakeholders 
prepare to face them? 

Amidst the hype created by the mas-
sive adoption of large language models, 
such as ChatGPT, the use of AI-generat-
ed content during democratic elections 
has recently received special attention. 
For instance, just days before Argentina‘s 
2023 runoff election, The New York Times 
wondered whether Argentina was the first 
AI election (Herrera & Nicas, 2023) high-
lighting the role GAI-generated videos and 
images played in the campaigns of both 
Argentine candidates.

AI‘s challenges to election integrity in 
LATAM cannot be analyzed in a vacuum. 
The region is witnessing a deterioration of 
electoral processes, characterized by ris-
ing political polarisation and social frag-
mentation (McCoy, 2023). Latin America is 
also experiencing growing social inequality 
and inefficient enforcement capacities to 
face challenges brought by the widespread 
adoption of emerging technologies (Berg 
et al., 2024). This context makes misuse of 
AI tools of utmost importance. The highest 
risks to electoral processes in the region 
posed by AI can be organized into three 
groups: 

(1) Large-scale disinformation cam-
paigns can be easily deployed with GAI 

INTRODUCTION 
Governing AI is a commonplace concern 
among legislators and policymakers. Fol-
lowing the regulatory momentum of lead-
ing economies, Latin America (LATAM) 
is going through incipient but increasing 
regulatory debates on how best to regu-
late artificial intelligence (AI). While many 
LATAM governments are creating national 
strategies, UNESCO‘s Santiago Declaration 
shows a regional willingness to harmonize 
norms and foster collaboration. There 
has also been increasing pressure from 
civil society and academia for a human 
rights-based and participatory approach 
to AI governance, which resulted in the 
Montevideo Declaration in March 2023. The 
2024 Brazilian presidency of the G20 offers 
an important opportunity to advance this 
agenda in the region. 

While generative AI (GAI) has received 
much regulatory attention, the 2024 su-
per-electoral cycle has raised the need 
for the responsible use of AI in democrat-
ic processes. Most electoral bodies and 
stakeholders will face the challenges of 
the first AI elections with no regulatory 
framework yet.

This work focuses on the intersection 
of AI–generated content and democratic 
processes. Based on analyzing potential 
threats to electoral integrity in the region 
and the current regulatory landscape re-
garding data governance, we outline a se-
ries of practical policy proposals to foster 
democratic representation, accountability, 
and trust in election processes. We seek 
to provide a LATAM-tailored strategy to 
address the region‘s systemic needs in 
ongoing global debates. 
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or compromise election systems, such as 
the networks that hold voter registration 
data or vote tallies. The unregulated use 
of AI can compound this risk.

If unaddressed, the challenges above 
might undermine the well-functioning of 
democratic systems. Therefore, it is es-
sential to establish frameworks that en-
sure AI technologies are used ethically, 
transparently, and guided by democratic 
principles. Moreover, these challenges 
call for responses that tackle the under-
lying features of the digital economy that 
facilitate the misuse of AI. As we will show 
below, these efforts require collaboration 
from several actors, not only electoral 
management bodies.

DATA GOVERNANCE IN THE REGION
Data governance is critical to AI gov-
ernance. LATAM is well behind leading 
economies in digital data regulation. AI 
challenges in the context of democratic 
elections can be traced to citizens‘ inability 
to control personal data (Snower & Twom-
ey, 2022). This lack of control is an enabler 
for the well-known misuse of AI, including 
different forms of political targeting, disin-
formation, and misinformation campaigns. 
Giving citizens meaningful and collective 
control over personal data can lower the 
risks of misusing AI during election cam-
paigns. If failing to do so, we anticipate 
that misuse of AI will grow in scale and 
impact, which can ultimately pose severe 
threats to LATAM‘s democratic systems. 

The intersection between the use of AI 
and election integrity is data (King & Mein-
hardt, 2024). Political targeting uses per-
sonal data to tailor campaigns. Narrow AI 
tools, such as social media recommenda-
tion systems, use specific data for training, 

(e.g., deep fake videos, synthetic text, or 
audio cloning), posing serious threats to 
electoral integrity, especially if disinfor-
mation actions are conducted close to 
Election Day. These campaigns might be 
more effective than previous ones by en-
abling easier micro-targeting in political 
advertising online or offline (Colomina et 
al., 2021, The Guardian, 2024). Incipient 
empirical evidence (mostly experimental) 
suggests that mass manipulation of voters 
is unlikely, but the perception of manip-
ulation and the potential deterioration of 
trust in elections are important concerns 
(Kleinfeld, 2023). Without clear princi-
ples and frameworks, campaign efforts 
to react in real-time to these threats and 
responses from electoral management 
bodies and big tech platforms will likely 
lack efficiency. 

(2) Use of AI-generated biased or in-
accurate electoral Information by admin-
istration authorities or other providers of 
electoral information, such as media out-
lets or NGOs. GAI allows easy access to 
election information from the citizenry (for 
example, about candidates‘ policy stanc-
es). Yet, its irresponsible use, especially 
by trusted institutions, can unintention-
ally help disseminate disinformation and 
compromise trust in elections. The poor 
accuracy of chatbots, as shown by the AI 
Democracy Projects (Angwin et al., 2024) 
in the context of the US 2024 presidential 
primary elections, confirms the need for 
further work to ensure the use of AI-gen-
erated strengthens electoral integrity. 

(3) Hack-and-leak operations, cyber-
attacks, and attempts of electoral inter-
ference will likely grow in scale, exposing 
sensitive information about candidates and 
political leaders. Hackers may also probe 

adaptation, and customization (Interaction 
Design, 2023) Foundation models require 
gigantic amounts of data for training pur-
poses. AI-image and video generators, al-
ready used in Argentine and Mexican elec-
tion processes, used hundreds of millions 
of pictures from the Internet to train their 
AI systems (Growcoot, 2022).

Existing governance frameworks 
struggle to keep pace with the many ways 
AI tools can be used during election cycles. 
Regulatory gaps are exploited by actors 
that prioritize their interests over public 
welfare or electoral stability.

In general, LATAM countries have en-
acted very little legislation protecting their 
citizens‘ personal data (Bryant, 2024). 
Most countries have initiated processes 
or recently passed legislation seeking to 
align their principles with those of the EU 
General Data Protection Regulation. Each 
effort suffers from the same systemic 
failures (Snower & Twomey, 2022). Such 
failures can be traced to citizens‘ lack 
of control over how data about them is 
used, stored, shared, sold, or bought. Two 
particular shortcomings stand out. First, 
regulatory systems are overly dependent 
on individualistic principles for data pro-
cessing. Second, these regimes assume 
that service providers and consumers have 
similar knowledge and negotiation power. 
Empirical experience shows otherwise. 
Data aggregators do not have legal or eco-
nomic incentives to change their practice, 
and consumers lack the necessary market 
power and technical skills to demand it.

Citizens can only agree to some re-
quests to process data because it is sim-
ply impossible to know who processes in-
formation about them or how much their 
personal data circulates in the digital eco-

system. GAI systems pose further uncer-
tainties, as it is difficult to know whether 
personal data provided as output has re-
sulted from a hallucination, an inference, 
or information from the dataset (Breunig, 
2023).

For example, by accepting the T&C and 
privacy policy of only one dating App, users 
see their data shared with more than 4,000 
third parties (Forbrukerrådet, 2020). This 
lack of control can enable the well-known 
misuse of AI in democratic processes, in-
cluding voter suppression and different 
levels of political targeting based on highly 
sensitive data such as gender, sexual pref-
erences, or ethnic background. Citizens in 
LATAM countries also face regular data 
breaches from government bodies.

Therefore, we dispute the narrative 
that legislation is a mechanism that can-
not keep pace with rapidly evolving tech-
nologies. Granted, LATAM‘s legal systems 
are generally slow to catch up with unreg-
ulated or novel threats. However, individu-
alistic approaches to data protection would 
make any legislative efforts to protect cit-
izens‘ personal data unfit. Citizens must 
be protected well before they enter digital 
interactions.

»�Existing gover-
nance frameworks 
struggle to keep 
pace with the many 
ways AI tools can 
be used during 
election cycles.«
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region make use of AI (Singer, 2023). Also, 
since countries share values rooted in 
common historical challenges, a region-
al strategy should be tailored to reflect 
regional cultural values, challenges, and 
specific needs and avoid verbatim copy 
strategies from other regions. Chile has 
already taken such an approach to its AI 
strategy (MinCiencia, 2024).

Moreover, short-term solutions based 
on electoral legislation alone will be in-
efficient in addressing the challenges AI 
poses to electoral processes. A more ex-
tended approach is needed in which data 
protection is a prerequisite. Hence, we 
suggest five different policy proposals fo-
cused on short-term and mid-term goals. 

SHORT-TERM GOALS
1. A Regional Commitment to Responsible 
use of AI in election processes is crucial to 
ensuring common policy principles across 
LATAM. International commitments of tech 
platforms, such as the Tech Accord to 
Combat Deceptive Use of AI in 2024 Elec-
tions, should inform local debates. Region-
al efforts, including Santiago‘s Declaration, 
are ideal venues to discuss this strategy 
and lead to a regional commitment to 
secure responsible AI use in elections. A 
regional declaration should set voting sup-
pression as a clear standard for electoral 
integrity and shift focus beyond content 
moderation towards the transparency and 
audit of algorithms. This calls for the co-
operation of big tech platforms and other 
relevant actors in elections, such as media 
journalism and civil society organizations.

2. Support and help catalyze the coor-
dinated government efforts of the region 
already underway to address common chal-
lenges in AI governance. LATAM countries 

TOWARDS A REGIONAL GOVERNANCE 
FRAMEWORK TO PROTECT 
ELECTIONS IN LATAM: PRACTICAL 
RECOMMENDATIONS
We propose that shared principles and col-
laboration in the LATAM region can help 
countries address the challenges of AI 
misuse during election processes. 

Although every technological inno-
vation process poses its own features, 
lessons can be learned. Historical diffi-
culties in regional coordination call for 
mechanisms that foster integration. LA-
TAM countries must learn from the mis-
takes of the early days of the commercial 
Internet and make efforts to align incen-

tives and ensure the digital ecosystem is 
driven by competition and works against 
the consolidation of monopolies. To that 
end, we suggest policymakers should be 
skeptical of over-relying on norms with-
out enforcement mechanisms. Regional 
strategies should also be mindful of how 
the use of authoritarian countries in the 

»�Short-term solu-
tions based on 
electoral legis
lation alone will 
be inefficient in 
addressing the 
challenges AI 
poses to electoral 
processes.«

LATAM voice in international discussions 
on AI governance. A practical outcome 
would be the creation of a regional data 
repository to collect and share relevant 
data for AI monitoring and analysis, fur-
ther strengthening AI election integrity 
efforts in LATAM. 

5. Work towards the harmonization of 
digital governance rules of LATAM coun-
tries aimed at fostering the creation of a 
regional digital ecosystem. This would en-
tail promoting consistency and coherence 
in regulations to ensure that AI systems 
are held to similar standards across dif-
ferent jurisdictions. It also ensures cit-
izens are protected similarly across the 
region. Endorse the creation of collective 
digital rights of association and represen-
tation, to help bridge the lack of knowl-
edge or interaction between Individuals 
and every entity that holds information 
about them.

At the same time, a regional digital 
ecosystem should facilitate the interop-
erability of AI systems, enabling data and 
insights to be shared more easily between 
LATAM countries. It requires enhancing 
legal certainty for local developers and 
users of AI technologies, fostering trust, 
and encouraging innovation. 

LATAM becoming a unified strong bloc 
in the digital economy is paramount for 
the advancement of ethical use of AI in 
the region. We envision an ecosystem that 
empowers citizens to collectively deter-
mine how data about them is processed, 
facilitates the collaboration of citizens 
across borders, enables the formation of 
cross-country data expert markets (BMZ 
Digital, 2023), and democratizes the use 
of data in the digital economy, while still 
fostering innovation and economic growth.

struggle to produce enough local data or 
technical expertise to mitigate biases from 
imported databases or algorithms. Coor-
dinating efforts can help understand how 
to tackle such biases, including underrep-
resentation, gender divides, and misrep-
resentation of a country‘s status or needs. 
For example, it should follow closely the 
implementation of pioneering regulations 
enacted by the Brazilian Electoral Tribunal 
ahead of the 2024 local elections (Folha de 
S. Paulo, 2024). 

MID-TERM GOALS
3. Promote revisions and improvements 
of data protection laws that are prereq-
uisites for AI governance. Understanding 
that there are different levels of digital 
transformation and immediate challeng-
es, we propose that each country draws 
lessons from short-term goals and drafts 
local legislation to deal with the misuse 
of AI in their territories. Such legislation 
should embed country-based values and 
challenges but should also seek to allow 
regional harmonization.

4. Promote the establishment of a 
multi-stakeholder community of practice 
for AI election integrity, bringing togeth-
er experts and practitioners as well as a 
wide range of stakeholders, including 
electoral management bodies, political 
parties, tech platforms, and civil soci-
ety. It is essential to create a collabora-
tive environment where practitioners can 
collectively address the complexities of 
AI governance, contributing to the devel-
opment of responsible AI practices and 
policies in the region. A multi-stakehold-
er community of practice would facilitate 
the systematic diffusion of policies among 
countries and institutions and amplify the 
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CONCLUSION
The exponential growth and adoption of 
AI tools call for systematic and rapid re-
sponses to protect democracies and pro-
mote innovation and social welfare. The 
urgent focus on AI threats should not pre-
vent us from pursuing a long-term goal 
of devising how to use AI to make Latin 
American democracies better fit for the 
twenty-first century. To get on that task, 
stakeholders must ensure digital trans-
formation within data governance frame-
works that empower citizens. This article 
illustrates the need and the potential for 
human-centered frameworks that recog-
nize digital users as consumers and citi-
zens, with agency, solidarity, and trust as 
fundamental human needs.

REFERENCES
Angwin, J., Nelson, A., & Palta, R. (2024, February 27). Seeking Reliable Election Information? Don‘t Trust AI. Proof 
News. Retrieved March 25, 2024, from https://www.proofnews.org/seeking-election-information-dont-trust-ai/

Berg, R. C., Rubio, J., & Laske, N. (2024, March 8). Catalysts of Change: How Entrepreneurs Are Transforming Latin 
America. CSIS. Retrieved March 25, 2024, from https://www.csis.org/analysis/catalysts-change-how-entrepreneurs-
are-transforming-latin-america

Berg, R. C., Rubio, J., & Laske, N. (2024, March 8). Catalysts of Change: How Entrepreneurs Are Transforming Latin 
America. CSIS. Retrieved March 25, 2024, from https://www.csis.org/analysis/catalysts-change-how-entrepreneurs-
are-transforming-latin-america

BMZ Digital. (2023). Wikipedia. Retrieved March 25, 2024, from https://www.bmz-digital.global/en/what-happens-
with-my-data-dr-twomey

Breunig, D. (2023, May 15). Considering AI Privacy Scenarios. Dbreunig. Retrieved March 25, 2024, from  
https://www.dbreunig.com/2023/05/15/ai-privacy-scenarios.html

Bryant, J. (2024, January 1). IAPP Global Legislative Predictions 2024. International Association of Privacy 
Professionals. Retrieved March 25, 2024, from https://iapp.org/resources/article/global-legislative-predictions/

Colomina, C., Sánchez Margalef, H., & Youngs, R. (2021). The impact of disinformation on democratic processes 
and human rights in the world. European Parliament. https://www.europarl.europa.eu/RegData/etudes/
STUD/2021/653635/EXPO_STU(2021)653635_EN.pdf

Folha de S.Paulo. (2024, February 28). Brazilian Electoral Court Regulates Artificial Intelligence in Elections and 
Prohibits Deepfake Use by Campaigns. Folha. Retrieved March 25, 2024, from https://www1.folha.uol.com.br/
internacional/en/brazil/2024/02/brazilian-electoral-court-regulates-artificial-intelligence-in-elections-and-
prohibits-deepfake-use-by-campaigns.shtml

Forbrukerrådet. (2020). OUT OF CONTROL: How consumers are exploited by the online advertising industry.  
https://storage02.forbrukerradet.no/media/2020/01/2020-01-14-out-of-control-final-version.pdf

Growcoot, M. (2022, December 21). Midjourney Founder Admits to Using a ‚Hundred Million‘ Images Without 
Consent. PetaPixel. Retrieved March 25, 2024, from https://petapixel.com/2022/12/21/midjourny-founder-admits-
to-using-a-hundred-million-images-without-consent/

Interaction Design. (2023, November 20). What Is Narrow AI? | IxDF. The Interaction Design Foundation. Retrieved 
March 25, 2024, from https://www.interaction-design.org/literature/topics/narrow-ai

King, J., & Meinhardt, C. (2024). Rethinking Privacy in the AI Era: Policy Provocations for a Data-Centric World. 
Stanford University. https://hai.stanford.edu/sites/default/files/2024-02/White-Paper-Rethinking-Privacy-AI-Era.pdf

Kleinfeld, R. (2023, September 5). Polarization, Democracy, and Political Violence in the United States:  
What the Research Says. Carnegie Endowment for International Peace. Retrieved March 25, 2024, from  
https://carnegieendowment.org/2023/09/05/polarization-democracy-and-political-violence-in-united-states-what-
research-says-pub-90457

McCoy, J. (2023). Latin American Democratic Resilience and Political Polarization in Comparative Perspective. APSA 
Preprints. 10.33774/apsa-2023-m75f3

MinCiencia. (2024). Ministerio de Ciencia, Tecnología, Conocimiento e Innovación. Retrieved March 25, 2024, from 
https://www.minciencia.gob.cl/areas/inteligencia-artificial/politica-nacional-de-inteligencia-artificial/

Singer, F. (2023, February 22). They‘re not TV anchors, they‘re avatars: How Venezuela uses AI-generated 
propaganda. EL PAÍS English. Retrieved March 25, 2024, from https://english.elpais.com/international/2023-02-22/
theyre-not-tv-anchors-theyre-avatars-how-venezuela-is-using-ai-generated-propaganda.html

Snower, D., & Twomey, P. (2022). Empowering Digital Citizens: Making humane markets work in the digital age.  
The Global Initiative for Digital Empowerment. https://8gcd4c.p3cdn1.secureserver.net/wp-content/
uploads/2022/11/GIDE-report-final-version.pdf

US outlaws robocalls that use AI-generated voices. (2024, February 9). The Guardian. Retrieved March 25, 2024, 
from https://www.theguardian.com/technology/2024/feb/08/us-outlaws-robocalls-ai-generated-voices


