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INTRODUCTION
The misalignment between policy objec-
tives and technology’s capabilities hinders 
human-centered digital transformation, 
especially as generative artificial intelli-
gence (AI) software is increasingly adopt-
ed across industries, governments, and 
societies. When policymakers overlook 
technology’s inherent limitations, they risk 
designing governance structures that are 
impractical, counterproductive, or mis-
aligned with technical realities.

Policies that fail to align with technol-
ogy’s technical realities – e.g., its design, 
limitations, and practical applications – 
cannot address the historical shortcom-
ings of existing governance regimes or the 
complexities of emerging challenges. 

This policy brief examines four 
case studies, highlighting the risks 
of misaligning policy and technologi-

cal constraints. The cases focus on the 
limitations of machine learning, data 
poisoning, synthetic data, and AI automa-
tion. The brief concludes by emphasizing 
that, while multistakeholder approaches 
offer the most effective path to aligning 
governance objectives with technical 
constraints, their success ultimately 
depends on a genuine understanding of 
technology’s limitations.

MACHINE (UN)LEARNING AND THE 
RIGHT TO BE FORGOTTEN
Due to the Brussels effect (Bradford, 
2020), most recent data protection and 
privacy laws, worldwide, assume a level of 
technical feasibility that does not always 
align with real-world constraints, partic-
ularly in the context of AI systems. This 
misalignment complicates enforcement, 
increases compliance burdens on busi-
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nesses and regulators, weakens intend-
ed protections for individuals, and over-
whelms courts with excessive litigation.

Two key areas where this tension is ev-
ident are the interplay between the right 
to be forgotten, machine learning tech-
niques, and (as shown below) lawful data 
processing regarding the limitations of 
synthetic data.

Lawful data processing grounds form 
the foundation of data protection regula-
tions, determining when and how personal 
data can be collected, used, or otherwise 
processed. The right to be forgotten al-
lows individuals to request the deletion 
of data when, for example, it is no longer 
necessary for its original purpose or when 
consent is withdrawn. However, while this 
principle is enforceable in structured da-
tabases, its implementation becomes sig-
nificantly more complex in deep-learning 
models. Unlike databases, where specific 
information can be deleted, these models 
encode data in complex, non-interpreta-
ble ways, making complete removal nearly 
impossible. 

Still, leading experts and policymakers 
have proposed “machine unlearning” as a 
key solution for implementing the right to 
be forgotten (Hine et al., 2024). Machine 
unlearning refers to the process of se-
lectively removing specific training data 
points—and their influence—from an al-
ready trained model. The goal is for the 
updated model to behave as if it had never 
been trained on those data points at all (Xu 
et al., 2024).

However, machine unlearning has in-
herent limitations, both in back-end (re-
moving training data effects from models) 
and front-end considerations (suppressing 
specific content in model outputs), raising 

concerns about its effectiveness in enforc-
ing the right to be forgotten (Cooper et al., 
2024).

The gold standard – removing specific 
data points and the full retraining of the 
software – provides probabilistic rather 
than absolute guarantees of information 
removal (Liu et al., 2024). Even in these 
cases, foundation models may generate 
novel content resembling removed infor-
mation or reintroduce it through indirect 
associations. 

“Un-unlearning” (Shumailov et al., 
2024) occurs when Large Language Mod-
els (LLMs) generalize tasks based on de-
scriptions, even when those tasks were 
not explicitly included in the training data 
(Agarwal et al., 2024). This capability can 
lead to unpredictable model outputs, 
causing previously unlearned knowledge 
to resurface, inadvertently reintroducing 
data that were meant to be removed. This 
challenge goes beyond machine unlearn-
ing, as governance frameworks rarely 
regulate how users interact with models. 
It is still unclear whether LLMs process 
personal data (Hamburg Data Protection 
Authority, 2024). 

A related challenge for the right to 
be forgotten is the misunderstanding of 
data-sharing practices in the context of 
free data flows. A court ruling in Norway 
highlighted this issue when a company 
shared personal data with third parties, 
spreading it to thousands of entities (For-
brukerrådet, 2020). This case illustrated 
how, once data are shared, they can quick-
ly expand beyond the original controller’s 
reach, making the enforcement of dele-
tion rights increasingly complex, even 
without the shortcomings of emerging 
technologies.
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POISONED DATA AND POISONED 
SOFTWARE
Data poisoning techniques manipulate AI 
software by altering training data at any 
stage of their lifecycle, compromising their 
integrity and reliability. These techniques 
are particularly harmful in contexts where 
accuracy is essential, such as election in-
tegrity, political discourse, financial advis-
ing, and healthcare. This is because even 
small, low-cost batches of poisoned data 
can destabilize entire datasets (Alber et 
al., 2024).

Industry-focused AI software primari-
ly relies on high-quality datasets but may 
still incorporate information from the In-
ternet, where even verified sources can 
contain outdated or misleading research. 
Foundation models, including LLMs, rely 
on vast, indiscriminately sourced data 
rather than curated, industry-specific 
datasets, increasing the likelihood of data 

poisoning. (e.g., Sadeghi & Blachez, 2025) 
Unlike industry-specific models, which are 
trained on controlled inputs, foundation 
models ingest data from unverified sourc-
es, making them particularly vulnerable 
to poisoning attacks (Carlini et al., 2024). 

In some cases, techniques such as em-
bedding misleading text or employing “tar-
pits” designed to confound AI scrapers may 
inadvertently introduce corrupted data into 
AI training sets, even though their primary 
purpose is to prevent a website from being 
exploited as a data farm (Belanger, 2025).

In general, an attacker cannot direct-
ly control how data are labeled, making it 
more challenging to manipulate AI model 
behavior through traditional means. Ad-
ditionally, since none of the leading LLMs 
are open source (Open Source Initiative, 
2025), attackers do not have access to the 
trained model either, theoretically limiting 
their ability to affect AI software (VanHoud-
nos et al., 2024). However, attackers have 
developed methods to indirectly influence 
AI models by circumventing data controls, 
exploiting retrieval systems, and injecting 
adversarial prompts through AI’s software 
pipeline (He et al., 2025).

The challenge of unlearning poisoned 
inputs creates additional difficulties. Once 
manipulated data influence a model, iso-
lating and removing their impact is often 
too burdensome, particularly for smaller 
AI developers or those outside the lead-
ing competitors. As a result, AI models 
become less reliable, their performance 
degrades, and decision making is compro-
mised across various applications. This is 
especially problematic for automated fact 
checking, where poisoned content weak-
ens the ability of models to distinguish 
between credible and misleading infor-

»�Unlike industry-
specific models, 
which are trained 
on controlled in-
puts, foundation 
models ingest data 
from unverified 
sources, making 
them particularly 
vulnerable to  
poisoning attacks.«
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mation. Consequently, content moderation 
becomes less effective, more error-prone 
(Du et al., 2022), and (as shown below) in-
creasingly burdensome for the workers 
responsible for verifying the accuracy of 
autonomous systems.

This issue compounds broader tech-
nological shortcomings, such as perpet-
uating historical biases, susceptibility to 
hallucinations, and the knowledge degra-
dation and response distortions introduced 
by fine-tuning mechanisms (Ghosh et al., 
2024).

SYNTHETIC DATA
Synthetic data has emerged as a potential 
solution for mitigating privacy risks while 
enabling AI development because it re-
places personal data with artificially gen-
erated information. Advanced generative 
models learn patterns from these data to 
produce new, seemingly realistic non-per-
sonal data. This approach allows organi-
zations to navigate privacy regulations by 
enhancing compliance or structuring data 
practices to avoid direct regulatory over-
sight while they continue to benefit from 
data analysis and product development, 
especially as leading AI companies race to 
build more powerful AI systems (Conroy et 
al., 2025).

Although generative models for cre-
ating synthetic data are considered state-
of-the-art, their privacy benefits remain 
unpredictable. A key limitation is deter-
mining which features from the original 
data are retained in the synthetic dataset 
(Stadler et al., 2022). As a result, for exam-
ple, personal attributes such as ethnicity 
or income may still be inferred, raising 
concerns about re-identification risks 
(Hittmeir et al., 2020).

To address these concerns, business-
es and experts argue that differential 
privacy can help reduce re-identification 
risks by adding “noise” – small random 
changes – to the data, which obscures 
individual details while maintaining over-
all trends and patterns in the synthetic 
dataset (Kurakin et al., 2023). However, 
while combining synthetic data with dif-
ferential privacy techniques could offer 
stronger safeguards than traditional an-
onymization, higher privacy settings can 
result in significant utility loss, making 
synthetic data impractical for many use 
cases. Stronger privacy protections often 
lead to wider deviations from the original 
data, which can reduce the dataset’s accu-
racy. In that sense, synthetic data do not 
provide a better trade-off between privacy 
and utility than traditional anonymization 
techniques. They also lead to unpredict-
able utility loss and highly unpredictable 
privacy gain (Sarmin et al., 2024).

As a result, balancing privacy and data 
utility is especially challenging when com-
panies compete for market dominance or 
operate with limited resources. History has 
shown that utility normally prevails over 
human-centered features. Occasionally, in 
the race to develop innovative AI systems 
and gain a competitive edge, leading orga-
nizations may prioritize synthetic data that 
closely mirror real datasets, even at the 
expense of stronger privacy safeguards.

In this context, regulatory frameworks 
may struggle to keep pace with the com-
peting demands of privacy compliance and 
utility-driven innovation, risking a scenario 
where compliance requirements are met 
on paper but fail to deliver substantive pri-
vacy protections. In short, since synthetic 
data does not eliminate re-identification 
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risks or resolve the privacy–utility trade-
off, it is not a reliable safeguard. Overre-
liance on it may lead to regulations that 
satisfy formal compliance yet fall short of 
genuinely protecting personal data and 
people’s well-being.

THE AUTONOMATION FALLACY
Policy frameworks and industry standards 
for AI safety, fairness, and accountability 
often assume that AI software operates 
mostly autonomously, minimizing the role 
of human labor at every stage of its lifecy-
cle (Crawford, 2021). As a result, discus-
sions often center on algorithmic flaws, 
explainability, and ex-post oversight, while 
overlooking how the systemic exploitation 
of human labor undermines these norms 
and their effectiveness.

The high expectations of automation 
obscure the extent to which humans are 
forced to compensate for technology’s 
limitations (Williams et al., 2022). Gover-
nance frameworks prioritize protections 
for workers whose jobs may be disrupted 
by AI rather than those whose labor active-
ly supports its development (OECD, 2024), 

even when direct references are made to 
low- and middle-income economies (UN-
ESCO, 2021). 

This narrow focus leaves the people 
essential to AI’s functioning unprotected, 
reinforcing the misconception of full auto-
mation and reducing the effectiveness of 
existing oversight mechanisms. 

Workers train models in image rec-
ognition, speech processing, and content 
moderation, correct AI errors, and inter-
vene when automated systems fail. How-
ever, because AI labor is often outsourced 
across borders, workers frequently anno-
tate or label data that reflect contexts, ob-
jects, or phenomena with which they have 
little or no direct experience (Muldoon et 
al., 2024). 

More importantly, basic workers’ 
rights, including fair wages, work bene-
fits, and job stability, remain unaddressed, 
leaving AI workers vulnerable to exploit-
ative conditions (Shield the Future, 2025). 
Many AI workers endure extreme psycho-
logical strain, with post-traumatic stress 
disorder (PTSD), insomnia, and other 
stress-related disorders being common; 
however, mental health support is usually 
inaccessible. Moreover, most earn as little 
as US$2 per hour (Perrigo, 2023).

These conditions highlight a criti-
cal limitation in governance frameworks 
that assume AI systems function autono-
mously, overlooking the essential human 
labor required to sustain them. AI safety, 
fairness, and accountability cannot be en-
sured when the workers who sustain these 
systems endure exploitative conditions. 
Furthermore, even if existing governance 
frameworks acknowledged the human 
labor behind AI, they do little to protect 
these workers (Bengio et al., 2025).

»�The high expecta-
tions of automation 
obscure the extent 
to which humans 
are forced to 
compensate for 
technology’s 
limitations.«
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For instance, The United Nations Edu-
cational, Scientific and Cultural Organiza-
tion’s (UNESCO’s) Readiness Assessment 
Methodology (RAM) process serves as an 
assessment tool for evaluating national AI 
governance readiness. While it offers poli-
cy guidance on ethical, regulatory, and in-
frastructure challenges, it overlooks the 
precarious conditions that AI workers face 
and offers no concrete safeguards to pre-
vent their exploitation. Ignoring this reality 
not only fails workers but also undermines 
AI itself.

As AI expands, so will its reliance on 
human oversight, intervention, and main-
tenance. Governance frameworks must 
acknowledge this reality and implement 
enforceable policies that protect both AI 
users and the workers essential to its 
functionality.

CONCLUSION
Policy solutions that ignore the edges of 
existing technology – where it sometimes 
overperforms and sometimes falls short 
– often become part of the problem, wors-
ening the very issues they aim to resolve. 

Due to its inclusive and consen-
sus-based nature, regional and national 
leaders should adopt multistakeholder 
collaboration processes to develop future 
digital governance frameworks, bridging 
policy goals and technological constraints. 
However, true collaboration demands 
more than drafting and circulating docu-
ments among isolated experts; it requires 
ongoing, interdisciplinary engagement, 
with expertise being continuously shared, 
refined, and adapted as challenges evolve.

At the same time, it is crucial to rec-
ognize that the technological limitations 
underlying existing governance designs 

play a pivotal role in shaping policy out-
comes. Technology’s limitations extend 
beyond what AI cannot do, including its 
potential to exceed our expectations. Ef-
fective governance requires acknowledg-
ing these constraints, ensuring that AI is 
neither expected to do more than it can 
realistically achieve nor overlooked when 
it surpasses assumed boundaries.

Effective digital policymaking ultimate-
ly depends on maintaining a clear aware-
ness of technology’s limitations, which is 
better achieved through ongoing multis-
takeholder processes.

»�Policy solutions 
that ignore the 
edges of existing 
technology – where 
it sometimes 
overperforms and 
sometimes falls 
short – often 
become part of the 
problem, worsening 
the very issues they 
aim to resolve.«
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